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Abstract. Recent studies in the field of Neural Machine Translation
for SPARQL query generation have shown rapidly rising performance.
State-of-the-art models have reached almost perfect query generation for
simple datasets. However, such progress raises the question of the ability
of these models to generalize and deal with unseen question-query struc-
tures and entities. In this work, we propose copy-enhanced pre-trained
models with question annotation and test the ability of several models
to handle unknown question-query structures and URIs. To do so, we
split two popular datasets based on unknown URIs and question-query
structures. Our results show that the copy mechanism effectively allows
non-pre-trained models to deal with unknown URIs, and that it also im-
proves the results of some pre-trained models. Our results also show that,
when exposed to unknown question-query structures on a simple dataset,
pre-trained models significantly outperform non-pre-trained models, but
both non-pre-trained and pre-trained models have a considerable drop in
performance on a harder dataset. However, the copy mechanism signifi-
cantly boosts the results of non-pre-trained models on all settings and of
the BART pre-trained model, except for the template split on LC-QuAD
2.0 dataset.

Keywords: SPARQL query generation; Generalization; Unknown templates;
Unknown URIs; Out-of-vocabulary problem

1 Introduction

The Knowledge Base/Graph Question Answering (KGQA) task has seen recent
progress thanks to the development of Neural Machine Translation (NMT) and
encoder-decoder architectures. Instead of directly generating or extracting the
answer to a question, NMT models generate a SPARQL query that is run against
the Knowledge Base (KB) to retrieve the answer.

Addressing English to SPARQL translation with NMT techniques can be
done by considering SPARQL as another language. However, there are specific
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challenges that arise from the fact that SPARQL is a formal language, and sub-
stituting a word with another, even one that might appear in a similar context,
might completely change the sense of the query and generate totally different
answers. Notably, the most challenging issue of classic encoder-decoder models is
the Out Of Vocabulary (OOV) problem. In general, for traditional NLP models,
the vocabulary is fixed in advance and any word that appears in a new input or
that is expected in the predicted output that has not been seen during training
cannot be taken into account or be generated. This is a very real problem in
SPARQL generation since most large KBs include many resources that are very
rarely used and are not available to be learned by models. Recent studies address
this problem by annotating the KB elements in the question and allowing models
to transfer tokens or sequences of tokens from the question to the predicted query
[10,1]. Even though modern technics improve the URI generation capabilities of
the traditional models, this point remains one of the most challenging parts of
the task, especially in the case of unseen or rare URIs. Even though some studies
[10] specifically try to evaluate how their approach handles this problem, none
systematically evaluate the capabilities of models to deal with unknown URIs.

Another challenge of neural SPARQL translation is the ability of state-of-
the-art models to generate question-query structures unseen in training. To our
knowledge, none of the previous approaches specifically evaluated this aspect.
This challenge is also linked to the way most datasets are generated. Since real-
world data is rarely available, most datasets feature automatically generated
question-query pairs that are built by filling placeholders inside structural tem-
plates with specific KB URIs. This allows models to rely on structures that are
limited. Even though some datasets feature questions that are reformulated by
human experts, the training data still encourage the model to fit a finite set
of question-query structures. To our knowledge, no study addresses the issue of
generating queries that do not correspond to the structures seen during training.

We will therefore address the following research questions:

– How do NMT models perform with unknown URIs?
– How do NMT models perform when they face unknown question-query struc-

tures?

Our contributions are: 1) to evaluate the capabilities of modern NMT ap-
proaches (Transformers [21], ConvSeq2Seq [7], BART [15] and T5 [17]) to han-
dle unknown URIs and question-query structures; 2) to highlight challenges in
NMT-based approaches and propose an algorithm to split datasets for better
generalization properties of the test set and 3) to test the ability of pretrained
models enhanced with a copy mechanism to handle unknown URIs and question-
query structures.

2 Related work

KGQA with NMT approaches. KGQA has been approached by many methods
but recent studies have focused on deep learning NMT approaches. For instance,
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Yin et al. [22] used encoder-decoder architectures [19] to translate English ques-
tions into SPARQL queries and outperformed traditional neural architectures
using a Transformer model [21] and a ConvSeq2Seq model [7].

Hirigoyen et al. [10] proposed a copy mechanism inspired by CopyNet [8]
and PGN [18] to copy URIs from questions to SPARQL queries. Their copy
mechanism distinguishes itself from former copy approaches by introducing a
specific knowledge base vocabulary whose tokens are hidden from the encoder-
decoder block and that are the only ones that the copy mechanism can act on.
By annotating the questions with the URIs found in the golden queries, this
method allows improved performances by a great margin and improves OOV
token handling.

The most recent approaches, such as Debayan et al. [1], used pre-trained
models, namely BART [15] and T5 [17]. Debayan et al. [1] also annotate questions
by placing URIs at the end of the question next to their label from the KB. They
also propose a model based on an LSTM [11] encoder-decoder with BERT [5]
token embeddings enhanced by a copy block as defined by PGN [18]. However,
they report significantly lower results with this method than with their pre-
trained models.

Generalization. Generalization in sequence-to-sequence (seq-to-seq) models has
been extensively studied, and while models learn generalization as an implicit
set of patterns, they may not learn explicit rules required for compositional gen-
eralization. According to Baroni [2], neural machine translation (NMT) models
can adapt to unseen data, but they lack the cognitive ability to understand
explicit rules. Compositional generalization refers to the ability to understand
rules used for meaning construction based on how elements are composed. For
instance, understanding “jump” and “jump twice” should allow generalization to
“walk twice”. However, NMT models struggle with explicit composition rules, as
supported by experiments on the SCAN dataset [14].

In the field of SPARQL query generation from English questions, Keysers et
al. [13] further specify the concept of compositional generalization by measuring
the distribution of the Direct Acyclic Graphs (DAG) used for the generation
of the question query pairs. They create an English-to-SPARQL dataset with
appropriate compositional generalization properties and show a negative corre-
lation between seq-to-seq models’ performance and the level of compositional
generalization. Gu et al. [9] defined three levels of generalization. These defini-
tions are based on “logical forms”, i.e. the underlying structures in the question-
query pair. For instance, logical forms in another study [12] include the set of KB
classes and properties that appear in the query, the comparison operator in the
queries (e.g. =, <, etc.) and the SPARQL keyword COUNT. Based on these logical
forms, each test set data d0 can be associated to a level of generalization accord-
ing to the following definitions. 1) the I.I.D. level: there is a question-query pair
in the train set that has the same set logical forms as d0. 2) the compositional
level: all the logical forms in d0 belong to the set of all logical forms in the train
set, but no question-query pair of the train set had the same exact set of logical
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forms. 3) The zero-shot level: there is at least one logical form in d0 that does
not belong to the set of all logical forms in the train set.

Jiang et al. [12] conducted a survey of the KGQA datasets and how they
comply with these levels. They also show that the models they tested (including
former approaches [3,4] and BART [15]) do not generalize well on these new
splits. In this work, we address specific NMT difficulties that can be interpreted
as variations of these generalization levels. For instance, we aim at evaluating
how models deal with unknown URIs, which is equivalent to the zero-shot level
when considering that all URIs are logical forms. This is also equivalent to
some definition of compositional generalization as proposed by Baroni [2] where
a model must understand the meaning of new symbols as it understood how
to compose with other symbols. Similarly, Hirigoyen et al. [10] attempted to
evaluate how their models dealt with unknown URIs by generating test sets
that do not share any URIs with the training sets. However, these test sets were
very limited in size (250 entries). In this work, we test the ability of modern
NMT models on popular SPARQL generation datasets and include pre-trained
language models enhanced by a copy mechanism.

3 Methodology

3.1 Task and data

The task of SPARQL query generation for KGQA uses pairs (called entries)
of sequences, composed of English questions and expected SPARQL queries.
For example: Question: “what is the office of richard coke ?” / Query: select
distinct ?uri where { dbr:Richard_Coke dbp:office ?uri }.

All the datasets that we consider use automatically generated entries based
on global templates. A global template is composed of a question template and
a query template that have matching placeholders that are later filled with spe-
cific KB URIs. We refer distinctly to question templates, query templates, and
global templates since some question templates or query templates might be
shared by several global templates. The placeholder can be filled by any KB el-
ement, including URIs and literals. URIs can be resources, or refer to properties
and classes. For instance, the above example was generated by the following tem-
plate: Question template: “what is the <1> of <2> ?” / Query template: select
distinct ?uri where {<2> <1> ?uri}.

We use three types of question annotation. 1) The raw questions are pre-
sented in the original datasets. 2) The tagged questions, where we use the global
templates to replace the natural language mentions with their corresponding
KB URIs, found in the corresponding placeholders in the SPARQL queries. This
tagging methodology is inspired by [10]. The above example has the following
tagged question: “what is the dbp:office of dbr:Richard_Coke ?” 3) The tag
end questions, where each KB element is randomly placed next to its label at
the end of the question, separated by <sep> tokens. This tagging methodol-
ogy is inspired by [1]. The above example has the following tag-end question:
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“what is the office of richard coke ? <sep> dbr:Richard_Coke richard coke <sep>
dbp:office office”

3.2 NMT Models

Base architectures. Following [22] and [10], we experimented with ConvSeq2Seq
[7] and Transformer [21] models as well as a copy-enhanced architecture [10].
Similarly to [1], we also experimented with T5-small [17] and BART-base [15]
as pre-trained models. Finally, we proposed and tested a copy-enhanced version
of the pretrained language models.

Copy mechanism. As explained in [10], adding a copy-mechanism on top of a
non-pre-trained encoder-decoder can improve its performances by a great mar-
gin. The copy mechanism from [10] that we use is designed specifically to ad-
dress the main difficulty of the task of SPARQL query generation, as it helps
models to put the right URIs in the query. It is a block added on top of the
raw encoder-decoder model. This copy mechanism is well-suited for the task of
SPARQL query generation because it allows to not consider the KB elements
in the model’s vocabulary. For non-pretrained models, this means a significant
reduction in the size of the vocabulary. For pre-trained models, it allows avoiding
the tokenization of URIs and making "spelling" mistakes when generating the
URIs.

We consider an annotated question w0:m with tokens from the natural lan-
guage vocabulary W and the KB vocabulary K. The expected query q̂0:n is
composed of tokens from the SPARQL vocabulary S and the shared tokens from
K. When producing a new token, the model will choose to generate a token from
the SPARQL vocabulary or to copy a KB element (URI, literal) that belong to
the KB vocabulary from the annotated question.

To perform this choice between generating and copying, we first mask the
KB token from the annotated question before feeding it to the encoder-decoder.
Then, the copy block will compute a copy probability by applying a linear trans-
formation to the decoder logits. This copy probability will then be used to weight
the copy distribution and the generation distribution. The generation distribu-
tion is obtained by applying a softmax on the decoder logits. This distribution
therefore only covers the SPARQL vocabulary. The copy distribution is com-
puted by applying a softmax on the cross-attention weights (from the last at-
tention layer) between the token to be produced and the masked tokens of the
question. This distribution therefore only covers the KB elements that appear
in the question.

3.3 Evaluation of generalization capabilities

Generalization properties of a dataset. To evaluate the generalization ca-
pabilities of our models, we define generalization properties of our datasets and
their split based on some characteristics of the question-query pairs. The charac-
teristics of the entries are simply elements of interest, such as the global template
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or the URIs that the entry features. The generalization properties are assess-
ments on the distribution of these characteristics with respect to the dataset
split. More formally, let D be a dataset, let D1 be a reference subset of this
dataset (usually the test set), and D1 be the rest of the dataset (usually the
train set). For all d ∈ D let c(d) be the set of characteristics of the data (in our
case either the URIs or the global template of a question-query pair), we say
that a generalization property gp holds if any data point d1 of D1 has at least
one characteristic that does not appear in D1, i.e.

gp(D,D1) ≡ ∀d1 ∈ D1 ∃c1 ∈ c(d1) : c1 /∈ ∪d∈D1
(c(d))

.
We then define two properties of our datasets that are useful for assessing

the generalization capabilities of NMT models.
We first evaluate the problem of unknown URIs, since generating the right

URIs is necessary to produce correct queries. This generalization capability is
very important because real knowledge bases cover very large types of subjects
and contain a very large number of URIs. Even though the datasets might aim at
covering as many areas and concepts as possible, none may feature enough data
to contain multiple examples of each possible URI. Hence, our first generalization
property is: a test set must feature only queries that have at least one URI that
is unseen during training.

We then aim to evaluate the generation of queries with structures that differ
from the ones seen during training. The handling of unknown question-query
structures is particularly important because it is unclear if models really generate
queries based on the sentence semantics, or if they simply map them to known
structures of queries. Hence, our second generalization property is: a test set
must feature only question-query pairs that were generated with different global
templates than the ones used in the train set.

Generation of test sets with generalization properties. We first partition
our dataset into subsets that we call groups, such that any set of groups can con-
stitute a reference subset of the dataset that has a generalization property. More
formally, given a dataset D, a partition of this dataset into groups {g1, ..., gk}
and a generalization property gp, for any set of these groups G ⊂ {g1, ..., gk} we
have that gp(D,

⋃
G) holds. We then define the procedure to build these groups

for each of our two generalization properties.

Groups for unknown templates split. In the case of unknown question-query
templates (aka unknown template split), the groups are composed of question-
query pairs that share the same question-query template. These groups can then
be assigned to the train set or test set. This ensures that there is no overlap.

Groups for unknown URI split. The URIs are exponentially distributed amongst
the question-query pairs. Therefore, most pairs share common URIs and most
pairs feature rare URIs that are not shared by many other pairs. The minimum
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frequency of a URI to be considered rare is an experimental hyperparameter of
the algorithm. We explain how we choose it in Section 4.1. We first set aside
the few question-query pairs in the dataset D that only feature common URIs,
which are by default assigned to the train set. Thus our dataset D̃ contains only
question-query pairs that feature at least one rare URI. We then define a graph
where each node is a question-query pair of D̃, and there is an edge between two
nodes if the two question-query pairs share a rare URI. We define our groups as
the connected components of this graph. If we take any set of these groups, all
the question-query pairs within these groups will feature at least one URI that
does not appear in the rest of the groups. Indeed, if we take any rare URI in
any entry of these groups, it cannot appear in other groups because if it was the
case, there would have been an edge between entries from two different groups,
which can’t append since they are connected components of our graph.

Desired number of question-query pairs to assign to the train set. For both set-
tings, we aim at assigning 80% of the data to the train set and 20% to the test
set. We define N as the desired number of question-query pairs in the groups
that are assigned to the train set. In the case of the unknown template split,
N = 0.8×|D| with D being the dataset we want to split. In the case of unknown
URIs, since we reserved the question-query pairs without rare URIs to the train
set, we get N = 0.8× |D| − (|D| − |D̃|) = |D̃| − 0.2× |D|.

Split procedure. We then execute the following procedure. We initialize the train
set train and the test set test as empty sets. We then iterate over each group g.
If the size of train is larger than N , we assign the group to test. Reversely, if the
size of test is larger than |D|−N we assign the group to train. Finally, if neither
of these conditions is true, we compute a probability p = N−|train|

|D|−|train|−|test| and
assign the group to train with probability p or to test with probability 1− p.

By design of the groups, this ensures that the test set has the intended
generalization properties. We define a metric δ = |N−|train||

|D| that we wish to
minimize. In our procedure, once the train or test set has reached or exceeded its
desired size, no more groups can be assigned to it. Thus, we obtain δ < |gf |/|D|
where gf is the last group to be assigned. We run the procedure multiple times
and keep the run with the lowest δ, i.e. the one where the last assigned group is
the smallest.

4 Experiments

4.1 Data

We experimented with a simpler and a harder dataset, namely LC-QuAD 1.0 [20]
and LC-QuAD 2.0 [6]. They both provide question-query pairs from English to
SPARQL. We use processed versions that include the raw questions and queries,
as well as two annotated versions of the questions.

Table 1 reports the number of URIs, global templates, and question query
pairs of the entire dataset and each of its subsets, as well as the number of unseen
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elements in the test set. As can be noticed, while many URIs are unknown in LC-
QuAD 2.0, global templates are all seen in training. Question-query pairs refer
to specific questions and queries. Those in the test set have not, by definition,
been seen in training.

Total Train Validation Test Unseen
All URIs

LC-QuAD 1.0 4751 4150 1068 1065 318
LC-QuAD 2.0 31018 25064 4978 9992 6724

Global templates
LC-QuAD 1.0 35 35 32 31 0
LC-QuAD 2.0 30 30 30 30 0

Entries
LC-QuAD 1.0 5000 4000 500 500 500
LC-QuAD 2.0 30225 21761 2418 6046 6046

Table 1. Number of URIs, global templates and question-query pairs in the datasets
for the original split

We chose an 80-10-10 split proportion for the train, validation, and test sets.
We used the split methodology described in Section 3.3 to get an 80-20 division
of our datasets [20,6] with the generalization properties introduced in the same
section. We then uniformly split the 20% into 10% for the validation set and
10% for the test set.

We obtained our unknown template splits in seconds by running our split pro-
cedure around a hundred times and keeping the split with lowest δ as explained
in Section 3.3. For the unknown URI split, we set the minimum frequency for a
URI to be rare at 5. Figure 1 shows that we have the most connected component
and the largest size of D̃ (D̃ being the set of entries with at least one rare URI,
see Section 3.3) around a minimum frequency of 5.

Finding the graph’s connected components took less than a second for LC-
QuAD 1.0 [20] and around 1.5min for LC-QuAD 2.0 [6]. We then ran the split
procedure around a hundred times, which took less than a second. We get δ =
6.6e−5 for the template split on LC-QuAD 2.0 [6] and δ = 0 for the template
split on LC-QuAD 1.0 [20] and for the URI split on both datasets [20,6].

Table 2 reports the number of URIs, global templates, and question query
pairs of the train/val/test sets obtained for the unknown URIs split and the
unknown template split. We can observe that we have fewer unknown URIs in
the test set of the unknown URI spit than in the test set of the original split.
This is because the original split did not use an 80-10-10 split and therefore had
around twice as many entries in its test set. However, our new split ensures that
100% entries of the test feature at least one unknown URI which is not the case
in the original split.
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Fig. 1. Size of D̃ (see Section 3.3) and number of connected components as we raise
the minimum frequency for considering a URI rare

Total Train Val. Test Unseen Train Val. Test Unseen
Unknown template split Unknown URIs split

All URIs
LC-QuAD 1.0 4751 4183 925 912 282 3872 909 948 535
LC-QuAD 2.0 31018 27986 4403 4429 1619 25121 4738 4708 3437

Global templates
LC-QuAD 1.0 35 31 4 4 4 35 32 30 0
LC-QuAD 2.0 30 24 6 6 6 30 30 30 0

Entries
LC-QuAD 1.0 5000 4000 500 500 500 4000 500 500 500
LC-QuAD 2.0 30225 24178 3023 3024 3024 24180 3022 3023 3023

Table 2. Number of URIs, global templates, and question-query pairs in the datasets
for our splits

4.2 Models training and evaluation

Our non-pre-trained model architectures follow the ones of [22] and [10] in terms
of the number of layers (6 for Transformer and 15 for ConvSe2Seq), and number
of hidden units (1024 for Transformer and 512 for ConvSeq2Seq). The training
methodology is also the same with similar optimizer (ADAM for Transformer
and SGD for ConvSeq2Seq), learning rates (0.0005 for Transformer and 0.5 for
ConvSeq2Seq) and dropout (0.3 for Transformer and 0.2 for ConvSeq2Seq). Our
pre-trained models are T5-small and BART-base following [1]. We also adopt
their training parameters, using the ADAM optimizer for both models with a
learning rate of 0.000015 for BART and 0.0015 for T5, and a polynomial decay
schedule with warmup.

We ran our models for a fixed number of epochs three times, keeping the
model with the best validation loss at each run, and report the mean of the
three best models. The number of epochs and the batch size are fixed based on
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our physical device’s abilities. For non-pre-trained models, we used 500 epochs
and a batch size of 32 for LC-QuAD 1.0 [20] and 150 epochs and a batch size
of 16 for LC-QuAD 2.0 [6]. For pre-trained models, we used 200 epochs and a
batch size of 16 for LC-QuAD 1.0 [20] and 50 epochs and a batch size of 8 for
LC-QuAD 2.0 [6].

During the evaluation, we generate the outputs greedily and compute several
evaluation measures, namely BLEU score [16], answer accuracy and F1 score.
We first compare the predicted queries to the gold queries using the BLEU score.
We also run the gold queries against a 2016 dump of DBPedia-based endpoint for
LC-QuAD 1.0 [20] and on the current public endpoint for LC-QuAD 2.0 [6], and
we only keep queries that return non-empty answers. We then run our predicted
queries on the same endpoints and compare expected answers with predicted
answers using answer accuracy, which measures if the two sets of answers are
identical and using the F1-score.

5 Results

We report results rounded to integers for an easier comparison between tables.

5.1 Original results

All results for the original split are reported in Table 3.
For non-pre-trained models, we can notice that the copy mechanism managed

to bring the performance for LC-QuAD 1.0 [20] close to 100%. For LC-QuAD
2.0 [6], even with copy, the task remains really challenging. Moreover, we can
see that in most settings, the Transformer architecture struggles with LC-QuAD
2.0 [6].

Contrary to non-pre-trained models, the original results of pre-trained mod-
els are quite heterogeneous. Both T5 [17] and BART [15] have low results on
raw questions (even though they are better than any setting of non-pre-trained
models without the copy mechanism). BART [15] without the copy mechanism
is the only pre-trained architecture that has performances noticeably lower than
ConSeq2Seq with the copy mechanism. In the case of LC-QuAD 1.0 [20] in its
original split, both BART [15] with the copy mechanism and T5 [17] with and
without the copy mechanism perform well. In the case of LC-QuAD 2.0 [6], T5
[17] performs well without the copy mechanism, whereas BART [15] performs
well only with the copy mechanism.

5.2 Unknown URIs split

All results for the unknown URIs split are reported in Table 4.
The results for non-pre-trained models show very clearly the impact of the

copy mechanism on the handling of unknown URIs and also clearly highlight
that our split creates a real difficulty for non-pre-trained models compared to
the original dataset.
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No copy Copy No copy Copy
BLEU Acc F1 BLEU Acc F1 BLEU Acc F1 BLEU Acc F1

Transformer Conv

LC-QuAD 1.0

raw 69 33 37 / / / 69 23 27 / / /
tagged 82 41 44 98 95 95 78 28 32 98 95 95
tag end 74 38 41 49 1.9 1.9 75 25 28 91 77 78

BART T5
raw 83 59 62 / / / 77 42 46 / / /

tagged 96 85 85 99 97 97 98 96 96 98 96 96
tag end 96 85 85 98 96 96 98 95 95 97 93 93

Transformer Conv

LC-QuAD 2.0

raw 57 0.9 1.1 / / / 76 10 11 / / /
tagged 59 1.5 1.6 83 69 69 76 8.8 10 88 69 70
tag end 66 1.4 1.7 57 2.2 2.2 78 14 15 91 66 66

BART T5
raw 70 2.2 2.3 / / / 79 13 13 / / /

tagged 88 80 80 89 72 73 92 87 87 89 72 72
tag end 84 67 67 95 85 85 90 85 85 87 58 58

Table 3. Results for the original split

Without the copy mechanism, we can note that no non-pre-trained model
reaches 10% of accuracy on LC-QuAD 1.0 [20] nor 2% on LC-QuAD 2.0 [6]. Even
though the tagged questions lead to slightly higher performance, the annotation
impact is much less noticeable than for other settings.

On the contrary, with the copy mechanism, we clearly notice that the perfor-
mance of non-pre-trained models (based on all metrics) using tagged questions is
much higher than without the copy mechanism. We reach and even outperform
the results from the original split. This suggests that the unknown URIs are han-
dled, particularly using tagged questions. Indeed, the introduction of unknown
URIs in each test entry without any F1-score loss (as seen by comparing Table
3 and Table 4) suggests that the errors made might not be caused by unknown
URIs. The tag end setting does not however help the models.

For pre-trained models, with annotated questions, the results remain similar
to the original split for T5 [17]. BART [15] loses some F1 score points on LC-
QuAD 2.0 [6]. However, we see a great increase in performance between raw
data and annotated questions. This suggests that with question annotation, pre-
trained models are able to deal with unknown URIs to a good extent. We can
also see that T5 [17] with the copy mechanism slightly increases its performance
on LC-QuAD 1.0 [20].

5.3 Unknown templates split

All results for the unknown templates split are reported in Table 5.
For non-pre-trained models, we can observe that models without the copy

mechanism consistently suffer a huge drop in performance compared to the origi-
nal split. For LC-QuAD 1.0 [20], we still see a consistent increase in performance
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No copy Copy No copy Copy
Bleu Acc F1 Bleu Acc F1 Bleu Acc F1 Bleu Acc F1

Transformer Conv

LC-QuAD 1.0

raw 59 7.0 10 / / / 64 6.9 10 / / /
tagged 70 8.0 12 98 95 95 71 8.4 12 98 96 96
tag end 67 6.1 8.6 46 0.2 0.2 70 6.9 9.6 86 60 62

BART T5
raw 77 38 41 / / / 72 24 26 / / /

tagged 96 85 85 99 96 96 98 95 95 99 97 98
tag end 95 83 83 96 93 94 98 94 94 98 96 96

Transformer Conv

LC-QuAD 2.0

raw 61 0.3 0.5 / / / 75 1.8 2.7 / / /
tagged 64 0.3 0.4 86 72 73 75 2.0 3.0 90 72 73
tag end 62 0.4 0.6 55 1.8 1.8 74 1.9 3.0 88 53 53

BART T5
raw 68 0.5 0.6 / / / 74 0.7 0.9 / / /

tagged 87 72 72 86 62 62 93 87 88 85 68 68
tag end 86 71 71 92 78 78 91 85 86 92 77 78

Table 4. Results for non-pre-trained models on the unknown URIs split

with question annotation but the answer accuracy still remains below 55%. For
LC-QuAD 2.0 [6] with Transformer, the results are even lower than in the origi-
nal split and the answers are almost always wrong. For ConvSeq2Seq, the model
has better performances but they remain low.

However, we can observe a noticeable impact of the copy mechanism on the
non-pre-trained models’ results. Even though they remain below those of the
original split, they are much better than without the copy mechanism. Moreover,
compared to the original split, the BLEU score is notably lower especially if we
also consider the answer accuracy. This would suggest that the structure of the
predicted queries does not always match the structure of the expected ones while
still providing correct answers. Explanations of why this might happen are given
in Section 6. Overall, non-pre-trained models seem to really struggle with global
templates unseen during training.

Contrarily to non-pre-trained models, pre-trained models appear to handle
unknown templates for simple datasets.

For LC-QuAD 1.0 [20], BART [15] and T5 [17] without the copy mechanism
both remain consistent in terms of answer metrics, while they show a significant
drop in BLEU score compared to the original split. However, we can observe
a huge drop in performance for T5 [17] with copy on both question annotation
settings (tagged, tag-end) and for BART [15] with copy on the tag-end questions.
Yet, BART [15] with copy on tagged questions demonstrates impressive and
almost perfect answers metrics.

In the LC-QuAD 2.0 [6] case, we can note that the results are low. No model
reaches 50% accuracy. In this case, both models perform better without the copy
mechanism.
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No copy Copy No copy Copy
Bleu Acc F1 Bleu Acc F1 Bleu Acc F1 Bleu Acc F1

Transformer Conv

LC-QuAD 1.0

raw 37 6.9 8.0 / / / 43 17 19 / / /
tagged 36 6.3 6.4 50 24 24 46 19 22 50 41 41
tag end 42 11 12 37 2.8 2.8 50 18 20 60 55 55

BART T5
raw 62 41 42 / / / 65 52 53 / / /

tagged 79 87 88 63 99 99 80 92 92 57 50 50
tag end 80 90 90 61 42 43 75 78 79 66 51 51

Transformer Conv

LC-QuAD 2.0

raw 43 0.2 0.3 / / / 51 4.1 4.7 / / /
tagged 39 0.1 0.2 64 32 33 52 1.4 2.0 63 34 34
tag end 41 0.2 0.2 37 0.3 0.3 55 2.7 2.9 57 13 14

BART T5
raw 50 0.4 0.4 / / / 59 1.1 1.2 / / /

tagged 70 47 47 65 34 34 69 48 48 61 14 14
tag end 52 21 22 62 12 12 68 47 47 62 7.9 8.2

Table 5. Results for the unknown template split

6 Discussion

We showed that classic NMT approaches cannot handle unknown URIs or un-
known question-query structures. On the contrary, adding a copy mechanism or
using pre-trained models combined with question annotation allows the handling
of unknown URIs since having all test instances featuring unknown URIs almost
did not lower the performances. Indeed, the results of pre-trained models on the
unknown URIs split remain roughly similar compared to the original split with
tagged questions (-2 F1 point on average). Significant performance gains are ob-
tained only with tagged questions on the unknown URIs split, as we observe a
raise of 67.9 F1 points on average when using tagged questions instead of raw
questions for pre-trained models.

We also showed that the copy mechanism or the use of pre-trained models,
and sometimes specifically the combination of both, can allow models to deal
with unknown question-query structures. Yet, this type of generalization remains
a challenge for SPARQL query generation with NMT as our results don’t show
consistent handling across models, datasets, and data annotation.

Low performances for non-pre-trained models on tag-end questions in the un-
known URIs split. We observed that the copy mechanism allowed the non-pre-
trained models to reach the same performance on the unknown URIs split as on
the original split for tagged questions but not on tag-end questions. This can
be explained by the fact that the copy mechanism uses the label of the URI,
at the end of the question to map it to its position in the question and to its
position in the query. But in these settings, there are many unknown URIs, and
thus a very high probability that the label reported next to the URI is also an
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unknown token. Even though the copy mechanism is able to overcome unknown
URIs, it needs an anchor to map the position of the given URI to the position
of its natural language mention in the question, which is often impossible in the
tag-end questions.

Drop of BLEU score for the unknown template split. We observed that in most
cases, the margin between the BLEU score and answer-based scores is lowered
if not reversed on the unknown template splits. This behavior suggests that the
models predict queries that do not match the expected ones but still produce
the gold answers.

We found a significant example of such behavior in the case of BART with
the copy mechanism on LC-QuAD 1.0 [20] with tagged questions. When we
look at the generated queries, we can see that they always follow the struc-
ture of a query template in the training set. We conclude that the model has
integrated the task of mapping a question template to a query template to-
gether with placeholder filling. When it is given a question from the test set,
it tries to associate the unknown structure to a known one from the training
set and then generates the corresponding query. An example of outputs from
BART with copy and tagged questions from the most common global tem-
plate in the test set of LC-QuAD 1.0 [20] can be found in Table 6. For in-
stance, for the test question “what is the dbp:hubs of dbr:Cascade_Airways?”
the model predicted select distinct ?uri where { dbr:Cascade_Airways
dbp:hubs ?uri . dbr:Cascade_Airways dbp:hubs ?uri } instead of select
distinct ?uri where { dbr:Cascade_Airways dbp:hubs ?uri }.

Generated structure from:
what is the <1> of <2> ?

Training global template it might come from

select distinct ?uri where
{ <mask> <mask> ?uri .
<mask> <mask> ?uri }

(298 occurrences)

- what is the <1> of the <2> and <3> ?
- select distinct ?uri where { <2> <1> ?uri.

<3> <1> ?uri }
- who is the <1> of the <2> and <3> of the <4> ?
- select distinct ?uri where { <2> <1> ?uri.

<4> <3> ?uri }

select distinct ?uri where
{ <mask> <mask> ?uri .
<mask> <mask> ?uri . }

(77 occurrences)

- what is the <1> of the <2> and <3> ?
- select distinct ?uri where { <2> <1> ?uri.

<3> <1> ?uri }
- who is the <1> of the <2> and <3> of the <4> ?
- select distinct ?uri where { <2> <1> ?uri.

<4> <3> ?uri }
select distinct ?uri where
{ ?uri <mask> <mask> . }

(1 occurrence)

- what are the <0> whose <1> is <2> ?
- select distinct ?uri where {?uri <1> <2> }

Table 6. Example of outputs generated by BART for the most common global template
of the test set (376 occurrences) which is Question: what is the <1> of <2> ? / Query:
select distinct ?uri where { <2> <1> ?uri } (one run of BART tagged copy on
LC-QuAD 2.0)
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Challenging cases. Either thanks to the copy mechanism, to pre-trained models
or to the combination of both, we manage to obtain at least one model that
reaches above 80% of F1 score on almost each split of each dataset. The only
exception is the case of the unknown template split for LC-QuAD 2.0. In this
case, no model manages to reach above 48% of F1 score. We can notably see a
very strong drop of performance from the unknown template split of LC-QuAD
1.0 compared to the unknown template split of LC-QuAD 2.0. In particular,
we can observe that BART’s performance with the copy mechanism and tagged
questions decrease from 99% of F1 score to 34% of F1 score. On both LC-QuAD
2.0 and LC-QuAD 1.0, we note that the model generates queries that match
query templates from the training set that are associated to training questions
close to the test questions. In the case of LC-QuAD 1.0, this allowed to generate
queries that return the expected answers due to equivalent queries with different
structures (see the above example) but it is not the case for LC-QuAD 2.0.

Table 7 shows an example of how BART generated incorrect queries for
questions with a specific structure and used the same SPARQL templates as
those in the training set.

Question structure from the test set: How many <1> are by <2>?
Example: how many child are by gaia ?

Expected query structures for this question structure: select ( count ( ?sub
) as ?value ) { ?sub <1> <2> }
Example: select ( count ( ?sub ) as ?value ) { ?sub wdt:P40 wd:Q93172 }

Predicted query structures for this question structure: select ( count (
?obj ) as ?value ) { <2> <1> ?obj }
Example: select ( count ( ?obj ) as ?value ) { wd:Q270503 wdt:P400 ?obj }

Question template associated to this query template in the train set: how
many <1> are for <2> ?
Example: how many platform are for tomb raider ?

Table 7. Example of how BART with the copy mechanism and tagged questions
handles an unknown template in LC-QuAD 2.0

Standard deviation of performance between runs with the copy mechanism. For
each result that we report, we averaged the results of three different runs where
the models are trained and evaluated with different random seeds. We noted
that there is, in some cases, a significant standard deviation between the runs
when we use models with the copy mechanism.

Complexity of finding unknown URIs groups. Despite the speed of the split pro-
cedure, our methodology for unknown URI splits has a higher time complexity.
Indeed, it requires finding the connected components in the graph, which is a
quadratic process in the size of the dataset.
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7 Conclusion and future work

In this study, we defined two major issues of the NMT approach of SPARQL
query generation from English questions. We first show how they are related
to common definitions of generalization in the context of SPARQL query gen-
eration. We then presented a split algorithm to obtain datasets that test these
challenges in their train/test distribution: the unknown template split and the
unknown URI split. Finally, we tested pre-trained models and copy-enhanced
models with question annotation on a simple and a hard dataset. We also com-
pared these results to non-pre-trained models.

We showed that unknown templates are very often an issue for model train-
ing and testing since most results are low and only very specific combinations of
question annotation and model architecture (BART [15] with copy and tagged
questions and T5 [17] without copy) allow good results on LC-QuAD 1.0 [20].
Moreover, even when models generate queries that have correct answers, they
often follow structures matching those in the training set, which is an impor-
tant limitation. However, we showed that even though the performance remains
low, the copy mechanism allowed a significant improvement for non-pre-trained
models on LC-QuAD 2.0 [6]. We also showed that pre-training and question an-
notation or usage of the copy mechanism allows the handling of unknown URIs
contrary to non-pre-trained models (without copy).

Our future work will include other criteria to evaluate the ability of current
natural language to SPARQL datasets to test generative models. For instance,
LC-QuAD 1.0 [20] and LC-QuAD 2.0 [6] both include reformulated questions
that are produced by humans, which can constitute a good test set for models
trained on template questions. We also plan to consider other splitting criteria
that would show how models generalize to harder data, based on characteristics
such as the length of the query or the question, the number of placeholders, or
the number of triples in the query. Finally, we plan to enhance the performance
of the split algorithm for unknown URIs, by considering other graph algorithms
to find groups.

Supplemental Material Statement: The code and data for this paper can be
found at this link1.
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